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The Game Plan!

1. Introduction to Artificial Intelligence
A. What is Al?
B. AFew Key Al Issues Close to My Heart
i. Al and Insurance Discrimination
ii. Al and Insurance Lawyering
iii. The Future of Insurance Law and Regulation
2. Defining Al in Contracts, Practical Considerations and Pitfalls
1. Attempts (and failures)
2. Alin the courtroom

3. Insurance Coverage for Al Liabilities




Introduction to Al: Types of Al

Artificial Intelligence

Machine Learning Al Symbolic Al

Generative Al

/\.

Large Language Models Generator of non-text

Discriminative/Predictive Al

(i.e. GPT-4) output like images, videos,
music, and voices




Introduction to Machine Learning: Predictive Al

TRAINING DATA: Input
Variables

Information collected at time
of underwriting for past

Training Algorithm: Adjusts parameter weights
in neural network based on how well model
predicts target variable for each policyholder
in training set.

TRAINING DATA: Target
Variable

Information about ultima
claims for past policyhold
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Model Architecture:
Neural Network
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New Customer Data:

Collected at time of

underwriting for new
olicyholders

Introduction to Machine Learning: Predictive Al
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Model Architecture:
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Al Target Variable Prediction:

Prediction about future
fore new policyholders




Introduction to Generative Al: Training a Model
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Training Algorithm:
Adjusts parameter
weights in neural
network based on how
well model predicts nex
word (token) in trainin
data.

Model
Architecture:
Neural Network
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Introduction to Generative Al: Using a Model
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Introduction to Generative Al: Retrieval-Augmente
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Al Issues in Insurance Law and Regulation: Al and

Insurance Discrimination
Insurers are in the business of prediction!

Risk Mitigation Strategies
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Insurance Fraud
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Al Issues in Insurance Law and Regulation: Al and
Insurance Discrimination

 Discrimination based on Legally-Suspect Characteristics

o Disparate Impact: Use of facially-neutral information (credit score) that
disproportionately harms a protected class (race)

o Proxy Discrimination: Use of facially-neutral information (credit score) that
captures the predictive power of a legally-prohibited information that cannot
be captured through other metrics (race)

» Opacity of models

o There is no way to know furrently ) why many machine learning models
(including neural networks) produce predictions

* Model Error:

o Models are based on historical data, which may not reflect future trends

o Historical data may be limited in its scope/relevant for new predictions
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Al Issues in Insurance Law and Regulation: Al and
Insurance Discrimination

NAIC Model Al Bulletin: Insurers must maintain program for the responsible use of Al
Systems that make or support decisions related to regulated insurance practices.

Colorado SB21-169: Insurers must (i) maintain risk management framework to prevent

unfairly discrimination and (ii) disclose to regulator information about external data
sources used by insurer. Significant discretion to regulator in enforcement.

* Proposed life insurance model: use of BIFSG to infer race for purposes of testing.

DC Study: Using BIFSG methodology found that (i) Black drivers pay 1.46 times as much as
white drivers, (ii) Black drivers’ average losses 2.38 times that of white drivers, and (iii)
gap

in black/white premiums only partially explained by observed causal factors.

EU Al Act: Defines high-risk systems to include those that use Al to “mediate access to and
enjoyment of essential private services.” Firms using such models must (i) maintain
comprehensive risk management system covering the Al system's full lifecycle, (ii) adhere

to data governance requirements, (iii) engage in continuous risk monitoring and human
oversight, and (v) satisfy substantive criteria for accuracy.y, robustness, and cybersecurity

11
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Al Issues in Insurance Law and Regulation: Insurance

o
Lawy‘ r] n g Figure 1: Quality Distributions with and Without AI - Complaint Drafting Figure 2: Quality Distributions with and Without Al — Contract Drafting
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Al Issues in Insurance Law and Regulation: Insurance

Lawyering

Jon Choi, Amy Monohan,

& Daniel Schwarcz,

Lawyering in the Age of

Artificle Intelligence,
109 MINNESOTA LAW
REVIEW (forthcoming
2024)

https://ssrn.com/abstra

ct=4626276

Figure 5: Time Distributions with and Without AI - Complaint Drafting Figure 7: Time Distributions with and Without AI - Employee Handbook
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Issues in Insurance Law and Regulation: Insurance

Lawyering

Can an insurer in a
coverage dispute
introduce extrinsic
evidence to clarify
the meaning of
otherwise
ambiguous policy
language, or is that
language
automatically
interpreted against
the insurer under the
contra proferentem
doctrine?

ChatGPT 4 ~

You
Can an insurer introduce extrinsic evidence to disambiguate the language of its insurance policy, or should the
court interpret ambiguous language against the insurer without considering extrinsic evidence?

ChatGPT

ChatGPT

In insurance law, the interpretation of ambiguous language in an insurance policy typically depends on the
legal principles and precedents in the jurisdiction where the issue arises. However, there are some general
principles that can be considered:

1. Contra Proferentem Rule: This is a legal principle that often applies in cases of ambiguous language
in insurance policies. Under this rule, any ambiguity in the insurance contract is usually interpreted
against the interests of the party that drafted it, which in most cases is the insurer. This principle is
based on the assumption that the insurer, as the author of the contract, is in the best position to
eliminate ambiguities and should bear the consequences for failing to do so.

Extrinsic Evidence: Whether an insurer can introduce extrinsic evidence to clarify ambiguities in the
policy language can vary. Some jurisdictions may allow it, particularly if it helps clarify the intent of
the parties without contradicting the written terms of the policy. However, other jurisdictions might
strictly adhere to the written contract, following the principle that the contract should speak for itself
(the "four corners rule").

3. Nature of the Ambiguity: The court's willingness to consider extrinsic evidence might also depend on
the nature of the ambiguity. If the ambiguity is considered 'patent' (obvious upon a plain reading of
the text), courts might be less inclined to consider extrinsic evidence compared to a 'latent' ambiguity
(not apparent from the text alone but revealed in light of external circumstances).

Public Policy and Consumer Protection: Insurance contracts are often subject to principles of public
policy and consumer protection, given their importance and complexity. Courts may interpret
ambiguities in favor of policyholders as a matter of public policy, especially in contexts where
insurance is mandated by law (like automobile insurance).
In conclusion, while the general tendency is to interpret ambiguities against the insurer (contra proferentem),
the specifics can vary based on the jurisdiction, the nature of the ambiguity, and the court's consideration of
extrinsic evidence. Legal advice specific to the jurisdiction and the details of the case is essential in such
matters.

14



Al Issues in Insurance Law and Regulation: Insuranc

Lawyering

Can an insurer in a
coverage dispute
introduce extrinsic
evidence to clarify the
meaning of otherwise
ambiguous policy
language, or is that
language automatically
interpreted against the
insurer under the
contra proferentem
doctrine?

CoCounsel

Question Presented

Can an insurer introduce extrinsic evidence to disambiguate the language of its insurance policy, or
should the court interpret ambiguous language against the insurer without considering extrinsic
evidence?

Answer

The authorities suggest that an insurer may be able to introduce extrinsic evidence to disambiguate the
language of its insurance policy, but if the policy is ambiguous and extrinsic evidence does not resolve
the ambiguity, the court will generally construe the ambiguity against the insurer.

Analysis

Several of the authorities suggest that extrinsic evidence may be permissible to resolve ambiguity in
an insurance policy. For example, in Pellegrino Food Products v. American Automobile Ins. Co., the
court held that extrinsic evidence is not precluded in the insurance context, and that the goal is to
ascertain the parties' intent. Similarly, in Ponder v. State Farm Mutual Auto. Ins. Co., the court stated
that New Mexico law allows for the use of extrinsic evidence to determine if an ambiguity exists or to
resolve any ambiguities that are discovered.

However, many of the authorities also emphasize that if the policy is ambiguous and extrinsic
evidence does not resolve the ambiguity, the court will generally construe the ambiguity against the
insurer. For example, in Burns v. Smith, the court held that ambiguities should be construed against
the insurer, and that extrinsic evidence is not necessary to resolve the ambiguity. In Key Tronic
Corporation v. Aetna, the court stated that if extrinsic evidence does not clarify the contract, the
ambiguity will be resolved against the insurer. Similarly, in Palacin v. Allstate Ins. Co., the court
noted that if a policy is ambiguous and extrinsic evidence is inconclusive, the ambiguity must be
resolved against the insurer.

Overall, the authorities suggest that an insurer may be able to introduce extrinsic evidence to
disambiguate the language of its insurance policy, but if the policy is ambiguous and extrinsic
evidence does not resolve the ambiguity, the court will generally construe the ambiguity against the

insurer.
Cases (43)

Wash. Nat'l Ins. Corp. v. Ruderman, 117 So. 3d 943 (Fla. 2013)

This case is relevant to the research request because it discusses whether Florida law allows
resort to extrinsic evidence to clarify an ambiguity in an insurance policy. However, the case
does not provide a definitive answer to the research request, as it ultimately concludes that the

policy at issue is ambiguous and does not need to be resolved through extrinsic evidence.
15



Al Issues in Insurance Law and Regulation: Insuranc

Burns v. Smith, 303 S.W.3d 505 (Mo. 2010)

Lawyering

\

Can an insurer in a should be construed against the insurer, and that extrinsic evidence is not necessary to resolve
) the ambiguity. However, the case does not directly address whether an insurer can introduce
coverage di SpUte extrinsic evidence to disambiguate the language of its policy.
introduce extrinsic © You

evidence to clarify the
meaning of otherwise
ambiguous policy

language, or is that

language automatically
interpreted against the
insurer under the

contra proferentem

doctrine?

CoCounsel + ChatGPT 4 ~

Burns v. Smith is relevant to the research request because it discusses the interpretation of
ambiguous language in an insurance policy. The court in Burns v. Smith held that ambiguities

Burns v Smith.docx

Summarize this case, with a focus on whether it addresses the question of whether an
insurer can introduce extrinsic evidence to disambiguate the language of its insurance
policy, or whether the court should interpret ambiguous language against the insurer
without considering extrinsic evidence?

ChatGPT
In the case of Burns v. Smith, the court focused on the interpretation of ambiguous
language in an insurance policy. The Supreme Court of Missouri held that ambiguities
in insurance policies should be resolved in favor of the insured, following the doctrine
of "contra proferentem." This doctrine is applied more rigorously in insurance
contracts than in other types of contracts. The court decided against using extrinsic
evidence to determine the parties' subjective intent, emphasizing that insurance
policies should be interpreted according to the understanding of an average person.
Consequently, the court did not support the insurer's introduction of extrinsic evidence
to disambiguate policy language, reaffirming the principle of interpreting ambiguities
against the insurer.

16



Can an insurer in a
coverage dispute
introduce extrinsic
evidence to clarify the
meaning of otherwise
ambiguous policy
language, or is that
language automatically
interpreted against the
insurer under the
contra proferetem
doctrine?

CoCounsel == ChatGPT4

©

Al Issues in Insurance Law and Regulation: Insuranc
Lawyering

You

Please provide direct quotations from the case substantiating your conclusion that the
court refused to consider extrinsic evidence to clarify the meaning of ambiguous
policy language.

ChatGPT
The court in Burns v. Smith clearly indicated its position against using extrinsic
evidence to clarify ambiguous language in an insurance policy. The following quotes

from the case substantiate this conclusion:

1. "Farmers argues this Court should abandon its settled objective approach and instead

adopt a standard under which a court must look at extrinsic evidence such as
affidavits and try to determine the parties' subjective intent before it may resolve
ambiguities in favor of the insured" (7). This statement shows that the insurer,
Farmers, requested the court to consider extrinsic evidence, but the court maintained

its objective approach.

. "When there is an ambiguity insureds are entitled to a resolution of that ambiguity

consistent with their objective and reasonable expectations as to what coverage
would be provided... A court therefore will not resort to extrinsic evidence [offered] to
demonstrate their positions of coverage and non[-]Jcoverage" [#7]). This excerpt
explicitly states the court's refusal to consider extrinsic evidence in resolving

ambiguities.

3. "Such an ambiguity is patent rather than latent and may be resolved within the four

corners rather than by means of extrinsic aids. Because the ambiguity is in an
insurance contract it is to be resolved in favor of the insured and against the insurer"
(7). Here, the court emphasizes resolving ambiguities based on the text of the

contract itself, without recourse to extrinsic evidence.

These quotes demonstrate the court's firm ~*~nce on interpreting insurance policy

language based on its ordinary meaning as u.iderstood by an average person, without

17
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Other Key Al Issues for the Future of Insurance Law

and Regulation

* Al and Insurance Contract Drafting, Communication, and Interpretatio
o Interpreting insurance contracts using Al
o Turning insurance contracts into computable contracts
o Al-based insurance contract readers

 Insurance Coverage for Al Liability
o Al liability risk is still hugely unsettled
o Silent Al coverage may be akin to silent cyber coverage

o Development of Al Coverages hampered by limited risk data and
unsettled liability regime.

18



Defining Al
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Common Goal

* Insurers and Policyholders want the same
thing . . .

Contractual certainty!



Is the definition capable of understanding and
use by ordinary people?

21




Al Insurance Products: Al Exclusions

MUSICAL COMPOSITION AND GENERATIVE THIS ENDORSEMENT CHANGES THE POLICY. PL
ARTIFICIAL INTELLIGENCE EXCLUSION MUSICAL COMPOSITION AND GENERATIVE ARTIFICIAL
INTELLIGENCE EXCLUSION

Media incident means the following offenses
committed by you anywhere including the
internet, electronic data, and printed
11=1isl except in your advertisement or in

content created or posted for any third party
that you created using generative artificial
intelligence in performance of your services:

PIIT-036 (00/23)

IT CAREFULLY.

This endorsement modifies and is subject to the i provi under the

INTEGRATED TECHNOLOGY E&0 AND CYBER RISK COVERAGE FORM

L SECTION Iil. DEFINITIONS, OO. Media is in its entirety and with the
following:

Media incident means the following offenses committed by you anywhere including the
intemet, electronic data, and printed material, except in your advertisement or in
WMGmhmMmMmMmmm
intelligence in p dyou

o 3 fri ion, dilution, or violation of any right to a trademark,
an.mm”mmmmmwmo

2 Ci ight i plagiarism, or mi ion of ideas under an imphed
contract;

3. mdmmmdmumndmmm

upon priation of likeness, and public

disclosure of private facts:

4 Domain name infringement or improper deep-linking or framing:

5. Infri of intell | property rights in including its
soueeeo&w.lynhu ofa F for

WMWMMMHWMs::Mdm

6. Libel, duct d trade libel or any other form of
mmwmmmmummmm
media channels, or similar interactive sites.

Il. SECTION Ii. DEFINITIONS, is amended to include the following:

mmmmmmwumdmw
application, tool, engine, or platform.

Hi. SECTION lil. EXCLUSIONS, is amended to include the following:
Musical Composition
W di thing to the

y in Section lll. EXCLUSIONS, paragraph O.

d"“' ‘**Pnperlyﬁﬂisoruvs mm«mma
use of any musical composition or work on the i any ite or social media site
of yours.

All other terms and conditions of this policy remain unchanged.

PHIT-036 (00/23)
©2023 Philadelphia Consolidated Holding Corp.
Page 1 of 1
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Insurance Products: Coverage Applications

Estimate the total percentage of revenue for
the following services and work.

Artificial Intelligence Software/Services %

2. Does the Applicant produce original content
as part of their business such as advertising
ideas, content creation services, logo/brand
development?

b. If yes, does the Appllcant utilize Generative

Cina Biod Plaza, Suite 100

INTEGRATFN TFCEHNO (3Y FAD ANN CYRFR RISK APPIICATION

1§

'SECTION 1 - QUALITY CONTROL PROCEDURES {10 b cos
1. Wnols respansloe for Randing Fsurance relsied maters:

T 8

h=

[ HIII

e I o ot o s B e
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Will the Definition Stand Up to Cross-Examination?

People v. Burrus, 2023 N.Y. Slip Op. 23298 (N.Y. Sup. Ct. 20

» Discusses the definition and application of Al in the context of DNA analytics.

« Same expert; different opinion dependent upon definition . . .

“Dr. Matthews testified that FST is an artificial intelligence system when defining Al more b
to include automated decision-making systems that are used to make big decisions about pe
lives.”

But . ..

“During cross-examination, Dr. Matthews testified that FST would not fall under a narro
definition of Al as it does not use machine learning, neuronets or decision trees and d
an aspect of sensing the environment.”

24



Some Early Al Lawsuits

Denial of Insurance Benefits
. Kisting-Leung v. CIGNA Corp. (E.D. Cal., filed Aug. 2023)

o  Alleging insurer relied on Al to deny 300,000+ claims based on avg. 1.2 second review without physician oversight.
. Lokken v. UnitedHealth Group (D. Minn., filed Nov. 2023)

o Alleging insurer used its nH Predict Al Model to deny extended care claims for elderly patients and to overrule physician determinations.
Al in the Courtroom
. People v. Burrus, 200 N.Y.S.3d 655 (Sup. Ct. Kings Cty. 2023)

o  Acknowledging the difficulty in defining Al
. People v. Wakefield, 195 N.E.3d 19 (N.Y. 2022)

o  Acknowledging the “legitimate and substantial questions concerning due process as impacted by cutting edge science.”

»  “Given the exponential growth of . . . artificial intelligence, to embrace the future we must assess, and perhaps reassess, the c
requirements of due process that arise where law and modern science collide.”

Privacy
. PM. v. OpenAl LP, Case No. 3:23-cv-3199 (N.D. Cal., filed June 2023)

o  An anonymous group of plaintiffs filed suit against OpenAl and Microsoft, Inc. alleging that OpenAl stole private and personal information b
to millions of people by collecting publicly-available data from the Internet to develop and train its generative Al tools—including ChatGPT (
text generator), Dall-E (an Al image generator), and Vall-E (an Al speech generator).

Tort
. Walters v. OpenAl, Case No. 23-cv-03122 (N.D. Ga., filed June 2023)

o Radio host and public figure Mark sued OpenAl for libel after its ChatGPT generated a fabricated complaint containing allegations again
fraud and embezzlement.

Trademark
. Getty Images (US), Inc. v. Stability Al, Inc., Case No. 1:23-cv-00135 (D. Del., filed Feb. 2023)
o  Getty alleges that Stability copied and processed millions of images and associated metadata owned by Getty
Right of Publicity and Facial Recognition
. Flora v. Prisma Labs, Inc., Case No. 3:23-cv-00680 (N.D. Cal., filed Feb. 2023)

o  Putative class of Internet users alleges that Prisma Labs, Inc.’s portrait;generating application, Lensa, scanned the f
users without their consent, in violation of Illinois’ data privacy statute.



Al Washing

e Al washing encompasses not just outright false claims, but also
overly generalized disclosures that do not actually help
investors.

e The SEC has specifically cautioned against:

@)

O

O

boilerplate Al disclosures not particularized to the
company;

disclosing the use of Al models when the underlying
technology is not actually Al-driven; and

Al-related projections that do not have a reasonable
basis.

e David D’Agostino v. Innodata Inc., (D.N.J. Feb. 2024)

O

O

(@)

(@)

Class Complaint alleging Al washing

Innodata is a global data engineering company;
represents that it provides Al-enabled software platforms

In Feb. 2024, Wolfpack Research published a report that
revealed:

*  “Innodata’s Al is really ‘smoke and mirrors’ and
that the company’s marketing claims are like
‘putting lipstick on a pig’”

Stock dropped 30.5% in 24 hours

26

“Al washing” (along the lines of

“Greenwashing”) is the new buzzwo
describe a company overexaggeratin
of Al in an attempt to attract investor



Top Al risks

1. Bias & Explainability: Complex Al models 7.
makes it challenging to explain their
decisions. Al systems may inadvertently
reflect and perpetuate biases present in
training data. 8.

2. Quality Concerns & Hallucination: Produces
plagiarized content due to limited training
data or a lack of understanding of originality.

3. Overreliance: The growing capabilities of Al
raise the concern of excessive reliance

without sufficient critical evaluation. 10

4. Infrastructure & Third Parties: Companies
relying on external parties may face risks
associated with the reliability, security, and
continuity of those services. Internal

resources require investments in talent and 11

data storage.

5. Regulatory: Rapid advancements in Al may
outpace the development of appropriate
regulations, leaving companies navigating

uncertain legal landscapes. 12

6. Data Privacy & IP: Al's complex algorithms
and data usage fuel IP and data privacy risks.
Mass data usage challenges the definition
and protection of rights, ownership, and
liability.

Crime: Gen Al tools can be misused for social
engineering attacks, enabling financial scams

and the creation of sophisticated fake
identities & deep fakes.

Liability: How to determine which party is at

fault when Al makes a decision?
Content moderation: The diversity and

unpredictability of generated outputs makes

it difficult to establish clear content
moderation guidelines.

Data accuracy: Biased, incomplete, or
erroneous data leading to inaccurate
outcomes, amplifying misjudgments and
perpetuating disparities in decision-making
processes. Datapoisoning.

Ethics: Al applications may raise ethical
dilemmas, such as the use of facial
recognition, surveillance, or autonomous
decision-making in sensitive areas like
healthcare and criminal justice.

Workforce Disruption: As more companies
adopt Al applications to automate their
process, there is an increased risk of job
displacements and unemployment.

27

CEOs are grappling with the adoption of gener:
primarily due to concerns over data‘and poten
related to bias, ethics, and security...

57% l

of CEOs are
concerned about
data security

Source: |BM Study - June 2023 (+3K CEOs in 30+ countries)

...Butmost organizations are still inthe early stages
implementing risk programs

B
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of organizations report havi
dedicated team in place fo
risk and implementing ri
strategies as part
generative



How does Al impact your risk profile?

«Complexity and Unpredictability: Al adds complexity, making it hard to foresee or explain errors. Its adaptability can
amplify existing issues, creating new challenges for companies.

1cci «Data Bias and Ethical Concerns: Al relies on data, risking biased decision-making. Companies face exposure if Al
Errors & Om]SS]OnS perpetuates biases, leading to ethical concerns and legal consequences.
*Regulatory Compliance and Legal Liability: Evolving Al regulations pose risks. Non-compliance may result in legal
liability, requiring companies to navigate complex regulations and implement safeguards effectively.

«Decision-Making Challenges: Management liability is exacerbated by Al, introducing complexities in decision-making. Al's
. JK adaptability amplifies existing issues, demanding effective management strategies.

Management L]ab] l]ty «Ethical Risks and Reputation: Al-driven decisions can pose ethical challenges, impacting a company's reputation.

Managing liability involves addressing ethical concerns tied to Al, mitigating potential reputational damage.

ePersonal & Advertising Injury : Managing risks tied to potential harm or rights infringement demands a nuanced approach.

«Accidents and Safety Concerns: The use of Al may lead to accidents and safety concerns, impacting casualty liability.
Companies must address these risks to maintain a safe environment and minimize potential liabilities.

eLiability in Autonomous Systems: Al's role in autonomous systems raises liability risks. Companies need to navigate the evolving
landscape, ensuring safety measures and addressing potential legal consequences tied to casualties and general liability.

Casualty

«Sophisticated Cyber Threats: Al introduces advanced capabilities for cyber attackers, leading to more sophisticated and
unpredictable threats. Requires new & robust security measures to safeguard sensitive data.

eAdversarial Al Vulnerability: Al in security systems opens the door to adversarial Al, where attackers manipulate algorithms. This
creates new risks, requiring companies to defend against Al-targeted exploits to prevent unauthorized access or data breaches.

«Privacy and Ethical Concerns: Al's data-driven nature raises privacy and ethical challenges. Companies must manage evolving
data protection regulations, address ethical concerns, and ensure responsible Al practices to mitigate legal and reputational
risks.

Cyber

Al in Hiring and Workplace Dynamics: Integration of Al in employment practices, such as hiring algorithms, introduces
complexities.

«Employee Monitoring Challenges: Requires balancing the benefits of performance insights with privacy considerations is
crucial. Companies need clear policies to address these challenges and minimize liability in employment practices.

Algorithmic Bias and Fair Treatment: The use of Al in HR processes may inadvertently perpetuate bias. Companies must
address algorithmic bias to ensure fair treatment, aligning with evolving regulations.

28



Al already creating insurable claims?

of September ’24, at least 194 lawsuits involving Gen Al have been filed,* out of a total of 383 lawsuits

4. Discrimination

« Al algorithms discriminating based
on race, gender, etc.

« Example: Lawsuits against
Facebook

3. Intellectual Property
(IP) Infringement
» Use of copyrighted images/text

for Al training

» Examples: Getty Images v.
Stability Al, NY Times v. Microsoft

2. Privacy Violations

 Unlawful surveillance (Clearview
Al)

« Unlawful voiceprint collection

(fast-food drive-thru)

1. Due Process / Civil and
Constitutional Rights

« Denial of parole based on Al
assessment

e Al use in court decisions

8. Other

 Misleading Al capabilities,
undisclosed Al use

7. Defamation

« Al-generated false information
damaging reputations

« Example: Radio host lawsuit

against ChatGPT

6. Bodily Injury /
Property Damage / Death
« Accidents caused by self-driving

cars
« Industrial robots causing injuries

5. Economic and
Financial Losses
« Business interruptions,

inaccuracies in projections

» Examples: Zillow’s home-flipping
program, trading algorithm errors

*https://blogs.gwu.edu/law-eti/ai-litigation-d
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https://app.powerbi.com/view?r=eyJrIjoiZTE1MzliYjgtYjAzZS00Y2YzLWJkOTAtODliNmY5YmNjNmU5IiwidCI6ImU5YzQ5M2QzLWE4NzktNDJkNi1iZWI1LTAxMmVjOTA5NTU1MiIsImMiOjF9

tentially Applicable Coverages

Directors and Officers
(D&O)

» Mismanagement of Al in
company processes

Property Policies

e “All-risks” covered due to
“physical” damage

Errors and Omissions Media Liability

(E&O) « Claims (e.g., defamation)
« Algorithmic bias and following Al-generated
system failures content

Product Liability Employment Practices

« Harm to others due to Al Liability (EPL)
defects / malfunctions « Discrimination bias

(promotions / wrongful
terminations)

Intellectual Property

(IP)

« Enforcing IP rights due to
Al infringement

Commercial General
Liability (CGL)

* Injury to others from Al
products / services

Cyber Liability

« Privacy breaches and
digital threats



Questions?
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